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Abstract

The paper presents definitions and relative measofr¢he system sensitivity and sensitivity ofetsors. The
model of a real system and model of an ideal mé@asgystem were introduced. It allows to deterntime
errors of the system. The paper presents also baweé the error sensitivity analysis carried outt@model
of the measuring system to thermmmtion of the nonlinearity error of its staticathcteristic. The correcti
function is determined as a relation between tpetivariable of the tested $gs and its chosen parameter.
use of the proposed method has been presented @xdmple of a phase angle modulaitre obtained resu
have been compared with the results of analyticutations.The idea of a phase angle modulator is
presented.
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1. Introduction

In the case of measurement systems, linearityaifcstharacteristics is one of the most
important parameters. Therefore measurement systeemsors, transducers) are designed
and constructed in such a way that their nonlimgamrors would be as small as possible.
Often (particularly in case of new-generation seslsthe manufacturing technology used
causes that obtaining good linearity in a wide eanf input signals is very difficult (e.g.
piezoresistive sensors, semiconductor temperatupgessure transducers, etc.). It enforces
using, even at this stage of manufacturing, diffetgpes of compensation of influencing
factors (e.g. temperature) and correcting systemstatic characteristics.

Methods of correction of measurement transduceracheristics can be divided into two
groups. The first one is using analog correctiosteays, often incorporated in a sensor or a
transducer. The other one is using a digital sygteiten with a microprocessor) and a proper
algorithm to eliminate the influence of unwantedtfes or nonlinearity [1]. Integrated
sensors employ both types of correction. Howeveth lithe first and the second method
require previous knowledge of effects of the infloe of external factors and nonlinearity in
order to determine corrective functions that canréalized by an analog system or an
algorithm in the digital equalizer.

Therefore searching for new methods of correctomitremely important, and also for
tools that would enable determination of correcfivections which facilitate minimization of
uncertainty of the information obtained at the ogpof the measurement systems [2 — 11].

This paper suggests the use of sensitivity anabsia tool for specification of corrective
functions in measuring transducers. The proposetiodecnables specification of corrective
functions also in case of cooperation of seversiesys, any of which can have own nonlinear
characteristics.
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It is realized on the basis of models of the cda@systems. In models described with not
too-much-complicated mathematical formulas it isgible to search for corrective functions
by means of analytical calculation methods. In ca$ehigh-complexity models with
nonlinearities, discontinuities, etc., sensitivilyalysis realized by means of simulation
methods can be the only effective and efficient foothis purpose, which is undoubtedly an
advantage of the proposed method.

The idea of this method and its use in specifyiogective functions have been presented
on the example of a phase angle modulator. Thétsestained have been compared with the
results of analytic calculations.

2. Sensitivity analysisand its measures

The work [12] defines sensitivity analysis as a hmoet purposed for examination of
relationships between data (information, signals)the inputs and the outputs of the
considered systems.

Sensitivity of complex measuring devices is a bevadrm. It encompasses not only the
influence of the input signals but also the infloerof variability of technical parameters of
the devices and external factors on their outmriads and errors.

In the case of measurement systems, the purpasaging out the sensitivity analysis is
double. In reference to the measured signals (infhe aim is usually maximizing sensitivity.
In reference to both system parameters and integfesignals, the aim is minimizing the
sensitivity of the system to those factors.

Experimental specification of sensitivity of compl@evices would require many structural
changes and laboratory measurements, thereforeuldvwbe time-consuming and expensive.
As results from literature, in the scope of sewsititests of control systems, electric circuits
as well as electronic systems, simulation methoesrest effective [13 — 15]. The simulation
methods need a model which should not be a sumofaait the knowledge concerning the
considered process or system, but it should reptesaly the part of knowledge that is
important with reference to the purpose of the rhoflee notion of the model is understood
in this case as complex mathematical representatietermining relationships between
variables (signals) and parameters of systems\icee

The fundamental and necessary condition for usindets is their credibility, understood
as sufficiently good representation (with a suffidly small error) of all properties of the
considered object or phenomenon important for ge (12, 16, 17].

In this paperocal sensitivity methodare used focusing on examination of local (in a
selected point of the space of parameters) infleesfcchanges of model parameters on its
output. It is assumed that the model is continuouthe selected point and that the input-
output relation in the area of slight changes sélacted parameter is linear [18].

A very important term related with sensitivity aysif is the so-calledneasure of
sensitivity. It can be relative, absolute or weighted, andfatsn depends on whether the
model is deterministic or stochastic. Absolute meas are not very useful, though (so they
are not used quite often), as the obtained redoltsot let compare the influence of different
parameters of the model on its output [13, 14]. érenoften applied solution is using relative
measures [12]. The simplest relative measure fatatsodescribed by differential equations is
given by the formula:

p. oy
N 1)

y op,

where:y — model outputp; —nominal value of théth parameter in the modej,— sensitivity
of the model to theth parameter.

S:
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But metrology assumes specification of sensitivdly a number, therefore sensitivity
measures are usually given as the n@n= |s|| of the formula obtained in the differentiation

process.

Contemporary measuring systems are usually veryplonstructures controlled according
to a specific algorithm and containing elementpmicessing directly measured input signals
such as programmable or hardware processors. Ebrsistems constructing differentiable
models would require far reaching simplificationghich is extremely difficult or even
impossible along with the credibility requiremerit3]. Such models very often are not
analytically differentiable, then it is impossilite determine sensitivity by means of methods
of differentiation of models.

For this reason in the paper a new method of seifsimeasures calculation is used,
proposed in [13].

In case of measuring systems, an issue equallyrtantcas sensitivity of system outputs is
sensitivity of errors to changes of system pararmmet8uch analysis can enable optimal
selection of the model structure, system solutiand values of the parameters for given
conditions of measurement and influencing fact@8.[For determining the sensitivity of the
system output and sensitivity of its errors, thededdR of the analyzed real system and the
definitional model Ry (model of an ideal system) are used. They areudlsd as
representations from the sets of functions of imgariables and parameters in the sets of
output variables with the following form:

y=Ru,p), @)
Yaer = Ruer (u)' 3)

whereas errors of the real system can be spedifigek following way:
QAup)= Iy = Veer), (4)

where:u — vector of input variableg,— vector of output variables of the real systendeho
Yaet — Vector of output variables of the definitional mbge— vector of the system parameters,
R — model of the real systemRg;— model of the definitional syster®,— error of the system,
J(+) - functional determining the method of error cition.

It has been assumed that it is possible to spdughdefinitional model that represents an
ideal method of obtaining measurement results,gaddent of any parameters. That model is
introduced due to the necessity of correct deteatitin of errors of the real system model.
Such ideal systems do not exist in reality andardg be approximated by systems composed
of standard devices. Whereas models of such systam$e built and serve as reference
models. For example in the case of static charatity of measuring systems, the model of a
perfect system can be written as a linear funciienk(u (wherek is constant).

Then the measure of output sensitivity can be desdras a relative measure, which
enables easy comparison of influence of differamameters, and its size can be expressed as
[%6/%]:

. |Rlu+2u,p+2ap)- Ru+Au,p)|
’ 20|

|Ru+aup)
I

and sensitivity of error in a normalized form candefined in the following way [13]:

: ®)
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H\R(U+Au p+Ap) - Ry

H Rdef

-|Ru+au,p) - Rl
2]
E

The form (6) of the error sensitivity measure eaatdomparison of those sensitivities for
different output variables and different parametbexause it expresses the relative variability
of errors caused by relative variability of paraenst

Formula (6) can be rewritten as:

(6)

By, =|Ru+bu, p) =Ry, 7)
By, =|Ru+2u,p+2p) =Ry, 8)
Dy =[Ay, - Ay,|, ©)
—HR,ef p =const for u=const, (10)
s = (11)

C

Fig. 1 presents model outputs of a hypothetic dafimal and real system versus chosen
model parametqy, for constant value of input signal The definitional model is independent
of model parameters, then its outpyy; is constant. Outpuwt of the modeR of a real system
is sensitive to parametgr (for simplicity we take into consideration a line&lation). For
p = p1 in Fig. 1 distances are presented between ougpueal and ideal modelay;, Ay, and
Ay according to (7), (8) and (9). Formula (11) allowes calculate error sensitivity. For
successive values of paramefethe sensitivity is constant, because of the lineati@h ofy
versusp. Forp = p, we havely; = Ay, and in consequend®y = 0. It means that according to
(11) error sensitivity is equal to zero (see Fig. 1A "ditch"appears on the sensitivity
characteristics. Figure 1 shows that for the vefghe ditch (point 1) we have a nonlinearity
error equal to zero/(= yqe)- Then it is possible to calculate the error d@risi of the system
for other values of the input signal and to detesmiext points on the verge of the ditch. So
we are able to find the relationship between thmutirsignal and parametpr(for which the
verge of ditch appears), which can be used forection of nonlinearity of the static
characteristics of measuring systems.

AY, Yaer y

Ay=0

N

Ydef
Ay, Ay>

g

pr pitAp p2 i p2tAp

<Y

\ »
>

p
Fig. 1. Model outputs versus the analyzed modelrpater and corresponding error sensitivity.
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The paper presents the proposed method of comeotiothe example of a phase angle
modulator.

Sensitivity tests should be carried out on moddiese parameters have been preliminarily
selected so that the errors would be minimal. Afteding a set of values of parameters
minimizing errors, measures of error sensitivity todividual parameters in the
neighbourhood of their nominal values should berérad. During the test of influence of a
selected parameter, all the others should haverbeiinal values.

3. Idea of a phase angle modulator

Modulation of phase (phase angle between two sigmalh the same frequency) is
currently a rarely encountered method of processigigals in measuring systems. Despite of
numerous advantages of this modulation method (ssealsitivity to supply voltage, easy
phase demodulation, etc.), phase modulators uschow were characterized by low range
of phase deviation (arounriD.2 rad) [19]. Nonlinearity errors of the staticachcteristic of a
classic PM modulator (modulator with reference algp out of phase by the angle of2
[rad] in relation to the supply voltage [19]) reaching 1%. The idea of such a modulator is
presented in Fig. 2. Such a modulator can coopenatke parametric transducers of
nonelectrical quantities (strain gauge, inductiveapacitive sensors) operating in a bridge or
differential systems with output voltage

a)

Amplitude Uo
P modulator
u
— »e fX(t) .
Phase shifter Ur
> /2
b)

uy
Up

Po

»
'

Ur

Fig. 2. PM modulator with reference signal shiftgdanglerv2: a) block diagram, b) vector diagram.

In effect we receive a strongly nonlinear relatimtween the amplitude of signa and
the output angl@y,, given by the following formula:

@, = arctg 3(’ , (12)

v,

where:U,,U,— signal amplitudes, respectively;, u.

A new method of phase modulation characterized lwide range of angle deviation
(around+ 1.57 rad) and nonlinearity errors not exceediriy®has been proposed in [14].
The considered system is a modification of a ataB81 modulator. The modification consists
in geometric summing of signal, modulated in amplitude with reference sigogalwith
constant amplitude. In this solution the referesigmal u; is out of phase in relation to the
supply voltage by the anglg,, different fromrv2 [rad] [15]. The idea of the modified
modulator is presented in Fig. 3.
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\

Fig. 3. Modified PM modulator with reference sigshlfted by an angle different from2.

Such modification enables obtaining approximatelyea times wider range of phase
deviation with comparable (below 1%) errors of redrity of static characteristics of the
modulator. The angle that is the result of the ntentthn is described as:

arc'[gzu'f#';"zmr for |a|<1
pla)=1 m+ arctgzw#mzmr for a>1 , (13)
- T+ arctgzm'#';lzwjr for a<-1

where:a = Uy/U.

Formula (13) is a static model of the modulatortesys This model has been constructed
with the assumption that the difference of phadeth® supply voltagal,. and modulated
voltage U, is near zero (variabler is positive) or near 180(in this case variabler is
negative). The above model has two parameters. aleyoltage amplitude, and voltage
phaseg,. Due to parametric optimization of model (13), tienlinearity error described by
the formula (14) has been minimized.

pla)-k,!

a
5 = [100%. (14)

max

Optimization has been carried out with the assumptiondpatan belong to interva(l0,1>

whereas signall, has the possibility of a 18(phase shift, and); = 1V. Angle ¢ andks
(factor of inclination of a straight line best apyimating the modulation characteristics
(definitional modelRyes), by means of the LMS method) has been matchethdrresult of

optimization, in casdamax\=1, have been obtaineds = 0.8551rad and ks = 1.59 with

maximum nonlinearity errod= 0.88% andgna.x= 1.585rad. The nonlinearity error of the
modulator after optimization is presented in Fig. 4
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Fig. 4. Nonlinearity error of the static charact#id of the modified modulator after optimization.
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Beside the input variable range assumed for thanggation, nonlinearity errors of the
static characteristics grow rapidly. The obtainatugs of the parameters have been assumed
as optimal for the considered modulator model. Regphe wide range of deviation of the
output angle, nonlinearity error of the static euderistics of the considered modulator
model, reaching a value close to 0.9 %, in the exdnbf the requirements set for
contemporary measuring systems is not acceptaliien & correction method should be
found.

A tool that enables the development of correctivethods to facilitate further
improvement of accuracy of such a modulator is gresd before an analysis of error
sensitivity. It allow to find the relationship beten the input variable and a chosen model
parameter, which will be retuned. Assuming that tesasuring system consists of a sensor
(amplitude modulator) and a signal conditioningteys (phase modulator in this case), the
structure of the system with the correction is pnésd in Fig. 5.

Conditioning
Uc Uo system %

Sensor »
— —

Corrector

Fig. 5. Proposed structure of the system with tireector.

In case of the considered modulator, the analyfsesror sensitivity has been carried out
due to the influence of both its parameters, Ug.andg;. During the analysis of influence of
one of the parameters, the other one had the sgmbeiflue equal to the optimal. Parameter
deviation has been assumed as 1% of its currenev@due to nonlinearity of the static
characteristic of the modulator, sensitivity in legoint can be different. In reference to that,
analyses have been carried out for different pddifferent values of input variable) of that

characteristic. The error sensitivity of the mododao parametep, for \amax\ =1 has been

presented in Fig. 6. In the presented charac&sisti error sensitivity the abovementioned
specific ,ditch” can be noticed.

Error sensitivity [-]

0.85 ) 05
Parameter [rad] ~

Input variable [-]

Fig. 6. Error sensitivity of the modulator to paeter ¢, for input variablea O (—Ll).
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Projecting the verge of the ditch on the plamerameter-input variablea curve is
obtained. The equation describing this curve lithes current operating point on the static
characteristics with the value of the model paramptoviding zero value of the nonlinearity
error of this characteristic. Thereby, an equatiat is supposed to be realized by a possible
corrective system changing the value of the paranadtthe system depending on the current
value of the input signal is obtained.

It has been assumed that the required charaateristi processing is supposed to be a
linear function, with processing factiyin the following form:

Yaer =K L& (15)

The equation (15) is a definitional model of th@sidered measurement system. In case of
the considered phase modulator that has a rekathiiple model, analytical specification of
the corrective function is also possible. To da tithere should be selected a parameter that
would be subject to the correction and the follayvaguation should be solved:

kler = arctgi2 a [S'2¢f , (16)
l-a

specifying this parameter as a function of all ablés and the remaining parameters of the
system. This method enables correction of a glaradr of nonlinearity of the whole
measurement chain, from the input to the point wllee correction is made.

For parameteg,, according to (16), a corrective function can pecified in the following

form:
2
¢, =arcsi l-a Dg(ka')_ 17
2l

In Fig. 7 the curve described by equation (17) toedprojection of the verge of the ditch
from Fig. 6 on the planparameter-input variabldave been put togethaNe can see very
good conformity of results of both methods.

/N

0.92

0.84

Reference phase angle ¢y [rad]

0.8 rrryrrryrrr|yrrr|rrr| 17T

-1.2 -0.8 -0.4 0 0.4 0.8 1.2

Input variable o [—]

Fig. 7. Comparison of the corrective curve detesdianalytically (solid line) and obtained on thsibaf the
analysis of errors sensitivity (points), for paraene,.

Application of a corrector that realizes a corneetiunction specified in this way results in
obtaining the ideally linear static characterist€she modulator system (see Fig. 8).
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Fig. 8. Nonlinearity error of the modulator afterection.

A similar analysis has been carried out for parambt. The error sensitivity to this
parameter for the input variable from the inter?al],l} has been presented in Fig. 9. A

"ditch" also appears on the specified charactesstivhich indicates that this parameter can
be also used for correction of the nonlinearitypenf the static characteristics.

Also in this case a solution for the problem ofreotion has been determined analytically,
obtaining the formula:

Ur = _Uc)&g(k [UO) . (18)
sing, ++/(sing,)? +[tg(k W)’
The result obtained in this way has been compavetthe projection of the ditch of the

sensitivity characteristics (see Fig. 10). Alsathiis case the conformity is very good. The
obtained interval of retuning of the correctivegraeter is 0.951.01 V.

0.8
0.6

0.4

Error sensitivity [-]

0.2

1.05
Parameter [V] 11

05

O nput variable [-]

Fig. 9. The error sensitivity of the modulator ergmetetJ, for input valuea O (— 1,1).
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Fig. 10. Comparison of the corrective curve deteedianalytically (solid line) and obtained on tfasib of the
analysis of error sensitivity (points), for paraeréd,.

7. Conclusions

The paper presents the new method of specificatiaorrection functions. It is destined
for nonlinearity correction of static charactedstiof measuring systems. This method uses
the sensitivity analysis and in particular a quieely applied error sensitivity analysis. The
results of using corrective functions specifiedhiis way have been compared with the results
obtained in analytical calculations, obtaining veigod conformity. Nevertheless, the huge
advantage of the proposed method in case of hatiffgrentiable models needs to be
emphasised. The new correction method was presamtetthe example of a phase angle
modulator. The basic condition of the proposed etk possession of a very credible model
of the considered system, and carrying out of #émsisivity analysis on models optimized for
the specified changes of the input value.
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